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SPSS –Use the hw4 data set (located on Bb).  Write up the results of each of your findings in APA format. 

Chi-Square
In the cheating dataset there is a dichotomous variable called cheater.  Use this variable in the following analyses. Summarize your results in APA format:
· Cheating research says that approximately 35% of high school students have cheated.  How does your sample compare?

Cheater Frequency (0=no cheat, 1=cheat); n=123
0 	 1 
60  63

Or .49 of students within the sample who have not cheated and .51 students who have cheated.
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Expected scores:
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A chi-square goodness of fit test was conducted to determine if the sample proportions of students who have cheated at XYZ High School were within the same proportions indicated by research (35%). The test was conducted using  The HO stated .35 of students would report cheating and .65 would report not cheating. The expected proportion of at least five per cell was met. The assumption of independence was met via random sampling. A statistically significant difference existed between the proportion of students who reported cheating
(χ2 = 14.223, df = 1, p < .05)
with expected scores of 79.95 students reporting not cheating and 43.05 reporting cheating. Sufficient evidence exists to reject the Ho, that approximately .35 of students at XYZ HS have cheated.



· Some cheating literature suggests that males are more likely to cheat on an exam than females.  What does your sample suggest?
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A chi-square test of association was conducted to determine if a relationship between gender and cheating within our sample existed. The test was conducted using the  and 95% confidence level. It was hypothesized there was a relationship between gender and cheating with the assumption that more males would report cheating than females would report. There was not a statistically significant result from the chi-square test 
(χ2 = >0.01, df = 1, p > .05).
P-value > 0.05. We fail to reject the HO.  Cheating and gender are independent from one another.  Additionally, expected scores were very close to observed scores.	Comment by Angela Miller: Nice job on chi-square tests…when writing up your results, places the APA formatted statistic at the end of the sentence preceded by a comma (like you see in research articles). 


ANOVA

1 Run a one-way ANOVA with an appropriate post-hoc test to examine the following the research question: Does self-efficacy differ between student’s achievement level (1= high achiever, 2=average, 3= low achiever)?
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A one-way analysis of variance (ANOVA) was run to determine if mean self-efficacy differed based on level of achievement (high, average, low). The assumptions of normality, homogeneity, and independence were reviewed. The one-way ANOVA is statistically significant F(2, 120)=18.98, p<.05. Results indicate self-efficacy differs across achievement levels. A Tukey post hoc was run comparing all possible pairings of achievement levels and significant differences in self-efficacy were noted between high achievers and average achievers (p<0.05) and, higher achievers and low achievers (p<0.05). The means and standard deviations of self-efficacy by achievement level 4.23 (SD = 0.72) for high achievers, 3.56 (SD = 0.76) for average students, and 3.17 (SD = 0.88) for low achieving students. There was no significant difference in self-efficacy between average and low achieving students.	Comment by Angela Miller: Excellent write up and explanation!



· Concept/calculation questions:

1. Explain why the expected value for an F-Ratio is equal to 1 when there is no treatment effect.

The F-ratio is the ratio of 2 values that are expected to be equal when you run an ANOVA test (if the null hypothesis is true), variance between groups/variance within groups. When a treatment has “no effect” we would expect the ratio between and within groups to be equal to 1 because any fraction with an equal numerator and denominator would be equal to 1. No treatment effect means that the null hypothesis is true and the numerator and the denominator of the f-ratio measures the same source of variability.	Comment by Angela Miller: What is this source of variability?

2. Several factors influence the size of the F-ratio.  For each of the following, indicate whether it would influence the numerator or the denominator of the F-ratio, and indicate whether the size of the F-ratio would increase or decrease.

Increase the difference between the sample means
The F-ratio is variance between groups/variance within groups, so an increase in the difference between sample means would lead to a larger numerator which would effect the F-ratio by making it larger.  

Increase the size of the sample variances. The total variability of the sample is composed of variance between groups/variance within groups, if you increase the total size of the sample variance this may make the F-ratio smaller if the variance between and within groups remains equal.


3. Assuming that a researcher hopes to demonstrate that a treatment or group membership variable makes a significant difference in outcomes, which term does the research hope will be larger, MSbetween or MSwithin? Why?

The researcher hopes the MSbetween would be larger because this would result in a larger variance between groups due to the independent variable or treatment. The null hypothesis is that the variance is equal for an ANOVA test, so this outcome would lead to the rejection of the null hypothesis.

4. What pattern in grouped data would make SSwithin=0? What pattern within data would make SSbetween = 0?  (hint: try giving an example if you find explaining this one difficult).

SSwithin is the sum of squares that represents error within the sample or individual differences of participants due to random chance. The pattern within data that would make this equal to 0 would be if there were no variation within participant scores. If, for instance, the sample means of the within and between groups were the same, (xb - x̅)2 or (8 – 8)2=0.	Comment by Angela Miller: If all participant scores were equal…there would be no variance between or within.  What would make just within be = 0? 

-1
The SSbetween is the sum of squares which represents the variation between the different samples. The pattern within data that would make this equal to 0, if there were no variation between groups (x - x̅i)2= (10 - 10)2 = 0


5. A developmental psychologist is examining the development of language skills from age 2 to age 4. Three different groups of children are obtained, one for each age, with n = 16 children in each group. Each child is given a language-skills assessment test. The resulting data were analyzed with an ANOVA to test for mean differences between age groups. The results of the ANOVA are presented in the following table. (Hint: Start with df)

Fill in all missing values.


	Source
	SS
	df
	MS
	F

	Between Treatments
	20
	2
	10
	2.50

	Within Treatments
	180
	45
	4
	

	Total
	200
	47
	
	



N=48 (16x3-48)
n=16
k=3
df = 48-1=47
dfbetween – k-1=3-1=2
dfwithin – N-k= 48-3=45
MS= SS/df
MSB/MSW=F
MSB/MSW =10/4 =2.5
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achievelevel

Min.
1st Qu.:
Median
Mean

3rd Qu.:
Max.

:1.000

1.000

:2.000
:1.813

2.000

:3.000
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selfeffi

Min.
1st Qu.:
Median
Mean

3rd Qu.:
Max.

:1.200

3.200

:3.800
:3.748

4.400

:5.000
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Levene's Test for Homogeneity of Variance (center = median)
Df F value Pr(>F)

group 2 ©.3068 0.7363
120
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Descriptive statistics by group
group: 1

vars n mean sd median trimmed mad min max range skew kurtosis se
X1 1514.230.72 4.4 4.290.892.4 5 2.6 -0.45 -1.01 0.1
group: 2

vars n mean sd median trimmed mad min max range skew kurtosis = se
X1 144 3.56 0.76 3.8 3.590.59 24.8 2.8 -0.43 -0.84 0.11
group: 3

vars n mean sd median trimmed mad min max range skew kurtosis = se
X1 128 3.17 0.88 3.3 3.170.741.2 5 3.8 -0.15 -0.46 0.17
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> ANOVA <-aov(selfeffi~achievelevell, data=hw4data)
> summary(ANOVA)

Df Sum Sq Mean Sq F value Pr(>F)
achievelevell 2 22.62 11.310 18.98 6.91e-08 ***
Residuals 120 71.52 0.596
Signif. codes: @ ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.” 0.1 <’ 1
>
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> tukey_hsd(hwd4data,selfeffi~achievelevell, conf.level = .95, detailed = F)

term groupl group2 null.value estimate conf.low conf.high p.adj p.adj.signif
achievelevell 1 2 0 -0.669 -1.05 -0.293 0.000143 *okx
achievelevell 1 3 0 -1.06 -1.49 -0.625 0.000000153 ****
achievelevell 2 3 0 -0.387 -0.829 0.0564 0.1 ns
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Chi-squared test for given probabilities

data: gfdata
X-squared = 14.223, df = 1, p-value = 0.0001624
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> chi2_cheater$expected
0 1
79.95 43.05
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no cheating cheating
male 24 25
female 36 38
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Pearson's Chi-squared test with Yates' continuity correction

data: hw4data$sex and hwddata$cheater
X-squared = 1.031e-30, df = 1, p-value =1
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> chi2_gender_and_cheating$expected

hw4data$cheater
hw4data$sex no cheating cheating
male 23.90244 25.09756

female 36.09756 37.90244




